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Gaussian Hilbert space |I.

m Hp = real Hilbert space, # its complexification.

m Linear embedding X : Hr — (A, E) into an algebra of
random variables s.t. each X (f) is Gaussian, induced map
H — L*(A,E) isometric.

m P, = polynomials in {X (h) : h € Hr} of degree <n

m P(Hg) = P = all such polynomials, ~ ;% , H*".

m WLOG P = A, L*(P,E) = F,(H), the symmetric Fock
space, X (h) = field operators on it.



Gaussian Hilbert space II.

m Denote T (h ® ... ® hy) = X(h1)...X(h,), defined on
Do M

m The projection W : P,, — P,, N P;- , is the Wick product.
Defined on @;° , Hy*".

mW(h ®...®h,) =polynomialin {X(h;):1<i<n}, the
Hermite polynomial.

m Explicitly,

W(hi®...0hn) = X(h)W(h, ... ")

SR )X ()] Wl e ).
=2

m Properties later.



Guta and Maassen (2002) construction.

m {V,, : n € N} additional Hilbert spaces, unitary action of
S(n)on V.
m vV, ®, H®" = fixed point subspace of the action

VR F — (0-v)®U,F,
where

Uo'(hl ®X...RQ hn) = h071(1) ®...R% h071(n).

o
m Symmetrized Fock space ., = (P Vi, @, H*".
n=0
m No canonical creation operator a*(h), need a sequence of
maps j, : V., — V,+1 which intertwine the actions.



Symmetric group.

Notation.
m So(n) =S({0,1,...,n}).
m S(n) acts on C[Sy(n)] by conjugation.
m Fora e Sy(n), |a| = (n+1) —cyc(a) =n — cycy(a).

Notation.

m Par(n) = (number) partitions of n elements
= Young diagrams with n boxes.

m Par(n; < N) = partitions with at most N parts
= Young diagrams with at most NV rows.



m Define y, : So(n) — C, x,(a) = ¢/, extend to the group
algebra C[Sy(n)].
m Y\, are positive semi-definite for all n if

q€Z={O}U{:I:%:NeN}.

(Gnedin, Gorin, Kerov 2013, Késtler, Nica 2021).

m y /v is the normalized character of the standard
representation

g : C[So(n)] — End (((CN)®(”+1)) .



m Wedderburn isomorphism

Wi Y My, (©) > ClSo(n)]
A€Par(n+1)

m Denote C[So(n)]SN =W Z Md>\ ((C)
AePar(n+1;<N)
and similarly for C[Sy(n)]> -

m The kernel
Ny = {n € C[So(n)] : xq[nm"] = 0}

is Ni/n,n = C[So(n)]>n, so that x, is faithful on
C[So(n)]<n-



m Guia-Maassen Fock space

TP(H) = C(0) & P (C[So(n)] @s HO™) ,

n=1

where S(n) acts on C[Sy(n)] by conjugation.
m For ¢ € Z, inner product

<a ® F, /B & G)q = On=k Z Xq(ao-/B_lo-_l) <F7 UO'G>’H®" .
oeS(n)

Invariant under the S(n) action.



m The quotient by the kernel is 7P, (H).

N

1
TPyn(H) = (C[So(n)] ®s H®™)

n

[ee]
@ P (ClSo(n))<n @5 HE) .
n=N

I
o

m The completion is the Hilbert space F,(#).



Star-algebra structure on the trace polynomials.

Definition. On 7P(Hr) = C(0) & @, (C[So(n)] ®s Hg"),
define the product

Ta@s F)T(BesG)=T(aUp)®;s (F®G))
and the star
Tn®s F)" =T (n* ®s F).

Example.
(024)(13)U(021)(354) = (065)(798) (024)(13) = (02465)(13)(798)
Proposition.

m Multiplication is well defined.
B (T(a@ F)T(Be:G) =T (B F) T(aesG)".



Contractions I.

Fix .

Definition. For a transposition = = (ij) € S(n), define the
mw-contraction by the linear extension of

T (Cw(a s (hl X... R hn))) = qcyCO((ﬁa”{i’j}c)7cyC0(ﬂa)+1 <hia hj>
T (P[Qi;‘L\z{]i’j}(wa)|{Z~7j}c Qs (M®..0"®..0h®...Q hn)> .

Remark. Recall:
m If 4, j are in the same cycle of «a, (ij)a splits this cycle into
two.
m If 7, j are in the different cycles of «, (ij)a merges these
cycles.



Example.

T (C(23)((012)(345) ® (h1 ® ... ® hs)))
— (hg, h3) T ((013452) ® (h1 ® hy @ hs))
— q (h2,h3) T ((0145) ® (h1 ® hy @ hs))
— q (ha, h3) T ((0123) ® (hy ® hy @ hs)).

Definition.

m Extend to C for 7 € P; 2(n) an (incomplete) matching /
involution.

m Define the Laplacian £ =5 _C-.



Definition. On TP(Hg),

Wnes F)=T (e “(nes F)) = > (=1)" T (Cr(n e, F)).
TEP1,2

Remark. For ¢ = 1, get ordinary Wick products.
Corollary.

T(eF) =W (e F)) = Y W(Cr(n®sF)).

TEPL 2



Definition. Define a functional on 7P (Hg) by

Pg[W(n®s F)] =0;  @g[1] = 1.

Theorem.

m , is positive semi-definite exactly for
g€ Z={0}U{x+ N eN}L
n
P W(B®G) W(awF)]=(aaF),(Bed),

Thus F,(H) = L3 (TP (Hr), p,) for g € 2.



Proposition. Let F € 13", G € Hg".

m Then
W(a®s F)W (8 ®;sG)
= Y W(C((aUB) e, (Faaq))
TEP1,2(n,k)

mand [W(a@ )W (B2 G|, < (n+k)!2n)"||F| |G].
m So can extend the star-algebra structure to

TP(Hr) = {W(n®;s F) :n>0,n€C[So(n)],F € HF"}.

Note: T (n ®, F') may not be defined for F' € Hy".



Conditional expectations.

Proposition. 7{; C #g a closed subspace, P : H — H' the
orthogonal projection.

m The map 7P, (Hr) — T Pq(H}) obtained by the linear
extension of

e [W(a@F)|H] =W (a® (P'F))

is an algebraic conditional expectation.
m In the single-variable case, for « € Sy(n), we have

¢ [T (a®h®") | H]

_ Z HP(HI)Lh‘Q\Pair(ﬂ)\ (

T (Cr(e) ® <Pwh>®‘sm“‘) :
TEP1,2(n)




Fock representation.

m In the GNS representation of (TP(Hr), pq) On Fy(H),
several choices for the creation operator: how to embed

S(n) into So(n)?
m The most interesting one: the field operator
X(h) =T ((01) ® h), corresponds to the creation operator

a(t)l)(h,)(oz@)F) =0n+1)a® (hxF).

Theorem. The distribution of T ((01) ® k) is the unnormalized
average empirical distribution of a GUE matrix with mean 0 and

variance ||h/|.



Proposition.

m Elements T ((01) ®; h) do not generate 7P(HR) as an
algebra (vacuum not cyclic).

m Do generate if also allow conditional expectations ¢ [|#'].

m Or: if allow conditional expectations onto the center
Span ({n ®s F :n € S(n),n € N}).




m forg = i%, Fock space with the inner product

(L@@ fay 1 @ @ gk = On=r ¥, Xalo] [ {fir 9oty -
=1

ceS(n)

m For w(h) = a*(h) + a(h),

(Qwh) .. whe)Q = > ¢ Cr(h1®...® ha).
TEP2(2n)

m Compare with

P [T(@®(m®...@hy)l= > ™ "Cr(h®.. ®hay).
71'6772(277,)



Commutation relation.

m Creation and annihilation operators satisfy a commutation
relation

a”(f)a*(g) = (f,9) + a dl(|lg)(f]), (%)

where dI'(A) is the standard second quantization operator.

Proposition. Denote

n

A0 (A)(a®@(h®...@hy)) =Y (0)a@ (.. .0 Ak®. .. h,).
=1

m Well defined on TP(H).

1 () alon (9), dT(|g)(f]) satisfy the relation ().

W oa (01)

(01



Hermitian Gaussian matrices.

m Fix N € N. Let Kr = My (C)** ® Hr be a real Gaussian
Hilbert space, K = My (C) @ Hg its complexification, with
inner product + Tr[AB*] (f, g). Complex Gaussian Hilbert
space.

m Denote z;;(h) = X (E;; @ h). Note z;(h) = z;:(h).

m P(K) = polynomials in {z;;(h) : 1 <4,j < N,h € Hgr}.

m Define the N x N Hermitian Gaussian process
{X(h) the HR} by X(h)ZJ = xzj(h)



Lemma. In (My(C) ® P(K), Tr QE), let W be the Wick
projection

MN(C) ®fn — (MN((C) ®fn) N (MN((C) & ’Pn_l)J'.

Then W (4),, = W (4¢).

Compare with (Biane 1997).




Notation. For a € Sy(n),

Tro[X (h1),..., X (hy)]
= (X'sin the cycle starting with 0)  J[ ~ Tr[X’s in the cycle].

other cycles
Example. For o = (024)(137)(56), define the trace polynomial

Tro[X (h1),..., X (h7)]
— X (hg) X (ha) Tr[X (1) X (hs) X ()] Tr[X (h3) X (hg))-



Trace polynomials.

Procesi, Formanek, Leron etc. ~ 1976+: trace identities.
Kemp, Cébron, Driver, Hall etc. ~ 2013+: random matrices.
Klep, Spenko, Vol&i¢ etc. ~ 2014+: free analysis.

Jekel, etc. ~ 2019+: operator algebras.

Huber, etc. ~ 2021+: quantum information.



Evaluation map.

Definition. Let ¢ = 3.

Define the map &€ on @:° , C[So(n)] @ Hy" by
ET(a® (M ® ... hn))] = Tra(X(h1), ..., X (hn)).

Theorem.
m & extends to a star-homomorphism from 7P (Hg).
m & extends to an isometry from 7 (H).
m ¢ intertwines conditional expectations.
m & intertwines Wick products.

Idea of proof. For o € Sy(2n) and F' = h; ® ... ® hay,

Pq [T(a® F)] = Z q|7ra|_nC7T(F) =E[Tro(X(h1), ..., X(h2n))]-
mEP2(2n)



Hermite trace polynomials.

Definition. Hermite trace polynomials are

W (O/ & (57;(1) ®...0 57(71)))

or perhaps
Tra(X(gi(l))v R X(£1(7L)))

Proposition.
m Contraction formulas.
m Product formulas.
m Conditional expectation: martingale property.
m Orthogonality?



Univariate pure trace polynomials |.

Let # = C and n € C[S(n)] (rather than Sy(n)).
m Foran N x N matrix X,

Tra(X) :pa(wlv v 7$N)7

the power sum symmetric polynomial in the eigenvalues of
X.

m Depends only on the (number) partition .
m {W («)} orthogonal for different n but not for different \.

m * = character of the irreducible representation indexed by
the partition .

Theorem. {W (x*) : A € Par(n; < N)} form an orthogonal
basis with respect to ¢, /.



Schur polynomial

1 n! 1
A= Z —x )p, = - Z XM @)pa.
Pz n!

Denote

and




Hermite polynomials of matrix argument Il.

For A\ € Par(n), the Hermite polynomial of matrix argument (for
S = 2) is the symmetric polynomial in {z1,...,2x} with leading
term ‘ﬁ' s which is an eigenfunction of the operator D* — E*
with eigenvalue —n (James 1975, Baker, Forrester 1997).

Theorem. In terms of {z1,...,zx}, E[W (x})] = Tra (X) is (a
multiple of) the Hermite polynomials of matrix argument.

Idea of proof. For n € C[Sy(n)], define the Euler operator £ on
TP(Hr) by
ET(n®F)=nT(n® F)

Then W (n ® F') is the unique eigenfunction of the operator
E — 2L with eigenvalue n and leading term T (n ® F).



Chaos decomposition I: univariate trace polynomials.

Proposition. Let # = C, so that
TP(C) = Z(C[Sy(n)] : C[S(n)]) is the centralizer. Then

{W (X’\/:A) N =XA+0)N€ePar(n+1;< N)}
form an orthogonal basis for L*(7P(C), ¢ /x ).

Definition. Let ! is the character of the compression of the
N'-irreducible representation of Sy(n) to the (unique) component

giving a M-irreducible representation of S(n). Then W (XX*) or
Tr . (X) = univariate Hermite trace polynomials.



Chaos decomposition lll: general.

Theorem. Let {¢; : i € =} = ONB for Hr. Denote

AE") ={ueE"1u(l) <u(2) <... <u(n)},
ker(u) =7 = (I1,...,1Ix) € Int(n) : u( ) u(j) & i ~ .
Z(ClSo(n)] = m) = Z(C[So(n)] : CIS()] x ... x C[S(Lx)])-

Then A € L*(TP(Hg), ¢1/n) has a unique orthogonal
decomposition in terms of Hermite trace polynomials

A= Z > W (e @ &a),

n=0ueA(En)

where 1, € Z(C[So(n)] : ker(u)) N C[Sp(n)]<n



Questions.

m Real Hermite trace polynomials (Redelmeier, Mingo et al.)?

m Laguerre and Jacobi trace polynomials (Graczyk,
Vostrikova 2007, Bryc 2008)?

m General orthogonal trace polynomials?
m Relation to the construction by [Késtler, Nica 2021]7?
m Generating functions?



Thank you!




